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Learning Objective: For practitioners in the field of medical imaging to gain basic understanding about the technique of deep 
learning (DL); to understand its basic premise, approach, and implementation.
Background: Artificial intelligence (AI) – specifically DL – has exploded in popularity in the past five years, demonstrating paradigm-
shift levels of performance in various fields including medical imaging. It is likely to bring about significant changes to clinical 
practice as its adoption increases. Compared to traditional AI techniques, DL makes almost no assumptions about the specific means 
of solving a problem; using only stacked layers of simple equations trained on data to derive a solution. This flexibility largely ex-
plains why DL is generalizable to many problem domains.
Findings and/or Procedure Details: To utilize DL, practitioners have to (1) define their problem numerically, both for the input (e.g. 
image or lab result) and desired output (e.g. probability of disease outcome), and (2) collect large quantities of data for training and 
testing. The actual DL frameworks are of comparatively minor importance; the field has settled on a few design variants for each class 
of problems (e.g. “U-nets” for image segmentation). In DL, the data is what matters.
Conclusion: DL is an AI technique where computers are trained to solve a problem by iterating millions of times over a set of train-
ing examples. If a practitioner can define their problem’s inputs and desired outputs numerically and collect large quantities of 
example data, then DL is relatively easy to implement and will likely give good results.
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Objective: Deep learning for radiology is a multidisciplinary field, requiring expertise in clinical radiology, statistics, computer sci-
ence and data science. Radiologists without a data science background occasionally struggle to understand deep learning despite the 
need to grasp basic concepts required for judicious use of this new technology. A web-browser based application was developed to 
facilitate understanding of deep learning for radiologists by using a hands-on approach.
Materials & Methods: CNNPlay (http://isodense.com/cnnplay) uses the ConvNETJS library to allow interactive development, training 
and testing of novel neural networks in a single interface. For assessment of the practicability of this application, a series of networks 
were developed, trained and tested on a classification dataset of chest and abdominal radiographs. Total images in the dataset were 
16 (training set), 4 (validation set) and 21 (testing set). The hidden layers in the tested networks ranged from 1 fully connected (FC) 
layer to 7 mixed (convolutional [CONV], pooling [POOL] and FC) layers. Each model was trained for 50 epochs.
Results: Pure FC networks with low neuron numbers trained fastest (1144 ± 58 ms, 1180 ± 28 ms) but had the lowest accuracies 
(72.4%, 72.4%). The most complex tested network (CONV-POOL-CONV-POOL-CONV-POOL-FC) trained slowest (31176 ± 257 ms) but 
had excellent accuracy of 92.4%. Interestingly, a 2-layer FC network of high neuron numbers showed similar accuracy (92.4%) but 
with faster training time (7247 ± 15 ms).
Conclusion: CNNPlay can be used to develop and train simple networks of up to 7 layers fairly quickly and may be of use to facilitate 
understanding of deep learning among radiologists.


