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ABSTRACT Dental impression tray is frequently used in dentistry to record the patient’s oral structure
for clinical oral diagnosis and treatment planning. Manual procedure of taking impressions is costly, time-
consuming, and additionally, no research has been done on selecting dental impression tray from dental arch
images using computer vision in real-life scenarios. In this spirit, an intelligent model is proposed based
on computer vision and machine learning to select appropriate dental impression trays from maxillary arch
images. A dataset of 52 patients’ maxillary arch images have been acquired and various sets of features
such as colors, textures, and shapes of the images were extracted to better characterize the maxillary
arch images. Considering the importance of the features in describing the maxillary arch object and to
improve the classification performance, a method based on multi-feature fusion with ensemble classifier
is proposed. Besides, the performance of a deep learning based multilayer perceptron neural network is also
investigated. The proposed multi-feature fusion with ensemble classifier attained 92.31% precision, 91.75%
recall, 91.75% accuracy, respectively, on the dataset, which clearly establishes the feasibility of the proposed
model. An illustration of a real-life application of the proposed model is also provided.

INDEX TERMS Dental impression tray, dental arch image, automation in dentistry, computer vision,
multi-feature fusion, ensemble classifier.

I. INTRODUCTION
Dental casts (FIGURE 1-a) are accurate, three-dimensional
replicas of a patient’s teeth, which are made by pouring dental
plaster or acrylic into the impressions of the teeth. Dental
casts are widely used in dentistry to provide fundamental
diagnostic information where most of the advanced diagnosis
and treatment planning in prosthodontics, indirect restora-
tions, cosmetic and orthodontic treatments are relying on
impression. Dental casts are mainly used especially for the
further casting of dental prostheses such as bridges, dentures
and partial dentures. According to Gupta et al. [1], it is neces-
sary to select an appropriate impression tray (FIGURE 1-b)
for making an accurate, definitive cast. Improper use of

The associate editor coordinating the review of this manuscript and

approving it for publication was Huiling Chen .

impression tray size may fail in recording the tissue correctly.
This kind of error may be corrected by adjusting the tray or
choosing a better fitting tray and repeating the impression
procedure. This procedure involves manual interactions by a
human operator, which makes it burdensome, tedious, user-
dependent, and sometimes creates a waste of impression
materials too, which a professional, well-run dental business
should avoid. Furthermore, automation makes it possible
to eliminate user dependency and permits evidence-based
analysis [2]. Thus, automatic identification of the dental
impression tray has important scientific significance and can
be a potential application to enable workflow automation in
dentistry [3].

Motivated by this, to facilitate the workflow with mini-
mal cost and time, a computer-vision based dental impres-
sion tray classification model is proposed in this study.
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FIGURE 1. Example of a patient’s cast (a); an impression tray (b).

The vision-based impression tray classification model is pro-
posed to select an appropriate impression tray aimed at work-
ing in a real-life scenario. For instance, an intraoral camera
can be used to capture the occlusal view of the maxillary
arch image and based on the image, the model will select
the appropriate tray. In this proposed study, computer-vision
based features such as statistical color features, texture fea-
ture, morphological shape features, local binary pattern, color
histograms are analyzed to design the vision-based impres-
sion tray classification model. These features were chosen
because of their potential in describing the object and proven
wide application in medical image analysis, e.g., classifica-
tion of skin lesion types [4]. However, in real-life scenarios,
the maxillary arch images can be affected by different light
sources, rotation and with the variation of the different types
of mouth shapes due to the uncontrolled environment in
dentistry. On this account, for this proposed study, the detec-
tion and extraction of suitable features are important. It is
possible that extracting only one single set of features may
not be enough to identify the maxillary arches properly by the
classifier. The performance of the classification algorithms
greatly relied on suitable features. Inability to detect suitable
features may even decrease the classification performance as
well. In fact, distinct discriminating capabilities are observed
in different features. In this case, feature fusion approaches
have the high dimensionality and uneven distribution which
as a result recently drew great attention in the medical image
field because they can solve complex linear and non-linear
recognition problems effectively [5].

Therefore, this study focuses on identifying appropriate
set of features to improve the classification performance in
a limited dataset using fusion method. A dataset of max-
illary arches (52 images) was utilized in this study due to
the limited number of participants. Collecting and labeling
a large amount of ground truth medical data is a challenge,
especially in the scholarly area. Large-scale datasets or big
data are collected mainly through grand challenge, taking
screening initiatives by countries, crowdsource or applica-
tion programming interface [6]. For this study, it is diffi-
cult to fulfil the large-scale datasets requirement, such as
the ImageNet dataset which consists of 3.2 million cleanly
labeled images [7]. Literature shows that several studies
utilized limited dataset in their study for experimental pur-
poses, e.g., Yilmaz et al. [8] used 50 patients’ cone beam
computed tomography (CBCT) between the years 2013 and
2016 for designing computer-aided diagnosis of the peri-
apical cyst. On this ground, through this study, the authors
mainly sampled this maxillary arch dataset as a proof-of-

concept. To resolve the overfitting issues which may arise
because of this limited sample dataset, artificial image data
augmentation has been performed on the dataset such as
adding different illumination, scaling, and rotation. After
identifying the features, five machine learning classification
algorithms were evaluated separately on the set of features.
Finally, to suit the problem stated previously and to better
categorize the features ofmaxillary arches properly according
to the tray, an attempt to investigate the fusion of multiple sets
of features with ensemble classifier was done. In addition,
a deep learning based multilayer perceptron (MLP) neural
network (NN) was also analyzed as well. The performance of
the proposed fusion-features with ensemble classifier method
is evaluated in terms of precision, accuracy, recall, F1 score,
Jaccard similarity score (JAC), Matthews correlation coeffi-
cient (MCC), Zero one loss function, and computational time.

This study is based on the hypothesis that computer vision
and machine learning based classification methods are capa-
ble of selecting appropriate dental impression tray frommax-
illary arch images with sufficient accuracy and can be of
potential use in dentistry to automate the digital workflow.
The contribution of this study is given below:

i Proposing a first study to select a dental impression tray
from the maxillary arch image in a real-life scenario.

ii A novel method based on multi-feature fusion with
ensemble classifier is proposed to elevate the classifi-
cation performance from a limited dataset.

iii Illustrating the utilization of the proposed model for
dental practitioners.

The rest of the article is organized as follows: Section II
exhibits the associated works based on image recognition
techniques. Section III depicts the proposed method in detail.
Section IV reports the experimental results, followed by the
discussion in Section V. The conclusions and some lines of
potential future works are finally made in Section VI.

II. RELATED WORKS
Attaining the capability of human recognition remains a
challenge in computer vision [9]. However, advancement in
image recognition technology is progressing because of the
continuous development in this field. This unlocks the door
of opportunity for real-world implementation, for instance,
implementation of image recognition in the medical applica-
tion field. In computer vision, image recognition is used to
identify the instances of the object in digital images. To iden-
tify the object, defining appropriate features is necessary, and
then using machine learning classifier techniques to classify
the objects. The features can be defined as the measurable
characteristics of the object, and the classifier categorizes
the features into classes based on their similarity. Properly
described image features are capable of representing the
object. According to the literature, feature extractionmethods
are broadly classified into two categories: (i) hand-crafted
feature extraction; (ii) deep-learning based feature extraction.
Each method is described in this section. Certainly, identify-
ing the target image is not only restricted to medical image

30574 VOLUME 9, 2021



M. A. Hasan et al.: Dental Impression Tray Selection From Maxillary Arch Images

analysis but also related to other fields of image analysis as
well. Hence, further related image recognition studies that fit
the scope of this study are included in the following section.

The autonomous selection of dental impression trays based
on the dental arch images is rarely implemented in the litera-
ture. Yergin et al. [10] used distance-based image alignment
for assessing dental trays. According to their description,
this work can only be performed onto a small program or
chart which is not broad enough to describe the feasibility
of their approach. Also, they did not provide any evaluation
metrics to show how efficient their work was in a real-life sce-
nario. On the other hand, Rijal et al. [11] proposed a unique
technique that represents the dental arch shape in relation
to stock tray design. Another investigation was also done
by Rijal et al. [12] on the homogeneity of 3 groups of arch
shape (representation, clustering, and evaluation changes) to
suggest 3 groups of multivariate (MV) normal distribution
of these groups that may be used to probe the arch shape
variation issue. However, these two studies are limited to
statistical analysis using stone cast images and did not use
any real dental arch images. An essential point is that these
studies did not propose any system or workflow to deploy
their work in real-life application.

A recent study by Litjens et al. [6] describes that promising
results have been achieved in medical image analysis using
computer vision.For example, at the 12th IEEE International
Symposium on Biomedical Imaging (ISBI 2015), computer
automated dental caries detection and X-ray image analysis
of cephalometric challenge was defined as one of the grand
challenges in the dental community. Wang et al. [13] pre-
sented datasets, methods and results of the challenge and
laid down the principles for future uses of this benchmark.
Studies assured that texture-based features are considered
successful in medical image analysis [14]. For instance,
while diagnosing skin cancers, the texture of melanoma
plays an important role because it contains essential infor-
mation about differential structures [15]. Most common
texture-based methods are Haralick features derived from
grey-level co-occurrence matrix (GLCM) and local binary
pattern (LBP) [16]. However, the convenience and effective-
ness of the GLCM method in distinguishing objects relied
on texture information [16]; while on large-scale structures,
LBP is unable to capture dominant features [17]. In several
scenarios, shape-based extracted features also showed poten-
tiality in medical image analysis [4]. Generally, shape-based
method basically employs these two techniques: region-based
and contour-based techniques. However, sometimes infor-
mation of the object boundary may be unavailable, which
makes this method difficult to exploit. Also, in greyscale
images, some object shapesmay be recognized the same (e.g.,
lemon and ball). In this situation, shape with color features
together can distinguish the objects more specifically [18].
Since the human eye can distinctly recognize the color of
an object, therefore in computer vision, proper color anal-
ysis is necessary to visualize the object for extracting fun-
damental information and to reveal the spatial information.

Hence, in medical image analysis color features are also
analyzed; for example, Ali et al. [19] used color features
for detecting gastric abnormalities. For the visual perception
of the object, excessive color information is necessary, and
this drawback means sometimes using only the color features
makes it difficult to discriminate the objects. An interesting
point to note is that in certain scenarios, fusion of shape
with color features [18], fusion of shape with texture fea-
tures [20], fusion of color with texture [21] and fusion of
color, texture alongside shape features proved to be very
efficient in elevating the classification accuracy [22]. For
example, Tyas et al. [23] used morphological shape, texture
and color features with multilayer perceptron neural network
(MLPNN) for erythrocyte classification in thalassemia cases;
Liu et al. [24] utilized color and shape features for detection
of apple fruits which even outperformed the region-based
convolutional neural network (RCNN). Therefore, it is nec-
essary to find which set of features to choose and combine to
increase the classification performance.

In recent years, some scholars have turned to deep learn-
ing (DL) algorithms because of their high accuracy and
robustness. Deep learning algorithms for instance, convo-
lutional neural network (CNN) can extract features from
sample images automatically and do not depend on hand
crafted feature extraction methods. In medical sectors, var-
ious deep learning algorithms show potential outcomes;
Avuçlu et al. [25] used image processing techniques with
MLPNN to determine age and gender by examining teeth and
bone structures. CNN has been used in medical image analy-
sis for automatic classification of peripheral blood cells [26],
region extraction and classification of skin cancer [27],
detecting of medical text semantic similarity [28] and so
on. However, training of these algorithms requires massive,
labeled image data. Collecting and labeling these massive
images require a great amount of time and labor cost. To train
and run these massive data also requires better hardware as
well. These issues hinder deploying of these deep learning
algorithms. For this reason, some scholars still relied on
traditional methods made up of hand-crafted image features
and machine learning classifiers.

Classification algorithms play a major role in computer
vision, pattern recognition and data mining [29], [30]. Var-
ious classifiers such as support vector machine (SVM) [31],
K-nearest neighbor (K-NN) [32], random forest (RF) [33],
and so on are used in image recognition problems. Each
classifier has its own merits and demerits. For example,
SVM could simplify calculations and avoid the problems of
overfitting on nonlinear and high-dimensional features [34],
whereas K-NN is based on the majority vote that classifies
through calculating the distance between data. The distance
of the data from different classes may be similar, which may
increase misclassification [35]. In contrast with the single
algorithms, ensemble learning methods attain better predic-
tive performance by utilizing multiple learning algorithms
than what could be obtained from any of the individual
learning algorithms alone (classification or regression) [36].
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FIGURE 2. Block representation of the proposed method.

This approach allows better predictive performance com-
pared to a single algorithm to a certain extent. Because of
their effectiveness, ensemble methods are favored in various
medical image analysis too [37].

As presented in the above discussion, to the best extent
of the authors’ knowledge, none of the studies focused on
selecting an appropriate dental impression tray in a real-life
scenario using computer vision. Moreover, selection of
impression tray from maxillary arches is hindered by the
changeability of the objects, background interference, and
shortage of prior knowledge. It is observable that color,
texture, and shape features show promising results in differ-
ent fields of computer vision applications along with med-
ical image analysis, as previously discussed. Thus, in this
study, these features are chosen to describe the maxillary
arch images. The limited number of features cannot express
these maxillary arch images precisely, and the efficiency and
stability of the classification algorithms should be preferen-
tially considered as well. Therefore, an investigation of fusing
multiple sets of features was done to elevate the classification
performance for selecting appropriate impression tray. Also,
to decrease the variance, bias error and to improve classifica-
tion rate, an ensemble classifier is leveraged combining the
best classifiers using the soft voting approach. The detailed
process is described in Section III.

III. PROPOSED METHODOLOGY
The detailed research methodology to design the proposed
vision-based dental impression tray classification model is
described in this section. Generally, the proposed study com-
prises six main phases, namely, image data acquisition, image
data augmentation, image pre-processing, feature extraction,
classification algorithms evaluation, and finally designing

the ensemble classifier. In FIGURE 2 a block representa-
tion is presented of the above detail. For data acquisition,
52 patients’ maxillary arches image data have been ana-
lyzed after obtaining ethical approval from SEGi university.
To improve the classification performance and avoid over-
fitting issue image data augmentation was performed. In the
image pre-processing phase, some essential pre-processing
tasks were done to get the region of interest (ROI) from the
maxillary arch images. Several discriminative and informa-
tive features were extracted from the arches through various
feature extraction methods. In the fifth phase, five classifi-
cation algorithms were analyzed, and finally, an ensemble
classifier was developed from the classificationmodels. In the
subsequent sub-sections, all the phases are described in detail.

A. IMAGE DATA ACQUISITION
Ethical approval for patients’ maxillary dental arch impres-
sion acquisition was given by the SEGi University
Oral Health Center Medical Ethics Committee (SEGi
EC/SR/FoD/2019-20/12). Participants received information
related to the study and were asked to sign a consent form to
take part in this study.

Male and female participants were randomly selected
among walk-in patients of the SEGi oral health center. Par-
ticipants were selected from different age groups ranging
from 16-40. Some of the participants indicated or had a
history of orthodontic treatment. According to dentist and
manufacturer advice, four different sizes of impression trays
(Daniel Kurten, Germany) were chosen: extra-large (XL),
large (L), medium (M), and small (S). The selected trays
were compared in dimensions with several brands of stock
impression trays; but, they had no or only slight difference
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FIGURE 3. Selected occlusal images for various maxillary arches.

in dimensions. Therefore, the authors decided to use Kurten
with the four sizes of trays only for the experiment. Each
of the four impression trays was matched to fit the maxil-
lary image of each of the participants. No modification in
dimensions or scale was made on the images. The fitting was
checked by superimposing the raw images of both the tray and
arch obtained using standardized image setting with calibra-
tion reference. In this process, 52 maxillary occlusal images
were collected, using intraoral dental photography mirrors
(OEM rhodium coated glass photography mirror, China) and
DSLR camera kit with dental photography equipment (Nikon
D5600, 85mm micro lens and R1C1 speedlight system from
Nikon Japan). The selected cases includedwith crooked teeth,
buccal defect, braces, and dental caries. Examples of these
images are shown in FIGURE 3. The selected 52 patients’
images are split into training set (70%) and test set (30%)
by random sampling method. In this way, 36 images were
used for training and 16 images for testing. The images have
various resolution, and the format is JPG.

B. IMAGE AUGMENTATION
The original training dataset consists of 36 images which
may not be enough to create a proper model. There may be
a possibility of overfitting issue (i.e., the model will learn
too much from the limited training dataset). Also, training
deep learning algorithms, for example, training CNN from
scratch requires a large amount of labeled data together with
artificially added data to avoid overfitting issue [38]. One
possible solution is to use data augmentation technique to
enrich the training data, hence improving the model gener-
alization ability and robustness. Various image augmenta-
tion techniques were used, such as different angle rotation,
sigmoid correction, adjusting gamma, and blurring together
with their random combination. In a natural environment,
depending on the light source, different illumination may be
created in the images. To make the model more robust to
this scenario, different illumination was added, and rotated
images were included considering the rotation of the images
taken by the dentists. In Table 1, the number of augmented
images is described.

C. IMAGE PRE-PROCESSING
This stage includes getting the region of interest (ROI) from
the maxillary arch image. A thorough investigation has been
performed to get the ROI. Dhivyaa et al. [39] used the
K-means clustering algorithm for coarse segmentation, which

TABLE 1. Description of the Original Images and Augmented Images.

resulted in better accuracy. Hence, K-means clustering is uti-
lized for segmentation purpose. The other phases are detailed
in Table 2. Anyway, morphological shape features from con-
tour show a better visual representation of an image [40]. The
shape features such as area, perimeter, aspect ratio and so on
are extracted from the binary images. However, the texture
properties are extracted from the greyscale images. Finally,
color properties are extracted from the color images. In the
case of color and texture feature extraction, both the direct
input image and the pre-processed ROI images are used.

D. FEATURE EXTRACTION
In this stage, several sets of discriminative and informative
features are extracted. In the following subsection, the details
of the feature extraction phases are described.

1) COLOR FEATURES
The surface of the object in an image can be described by
the global feature. Color feature is one kind of global feature
which is used by researchers for this purpose [41]. The sta-
tistical calculations of mean (µ) and standard deviation (σ ),
kurtosis (γ ), and skewness (θ) are extracted from each plane
of these three different color spaces such as RGB; which is an
additive color model, HSV; which is an alternate representa-
tion of RGB to align the way human vision perceives, and
L∗a∗b; which describes all the colors visible to the human
eye.

The statistical formulas are defined as follows:

µ = 1/(LM )
∑L

x=1

∑M

y=1
Pxy (1)

σ =

(
1
/
(LM)

∑L

x=1

∑M

y=1

(
Pxy − µ)2

))1/2
(2)

θ =

(∑L

x=1

∑M

y=1

(
Pxy − µ

)3)/(
LMσ 3

)
(3)

γ =

((∑L

x=1

∑M

y=1

(
Pxy − µ

)4)/(
LMσ 4

))
− 3

(4)

here, Pxy is the value of color on row y and column x and,
L and M are the dimension of the image.

In addition, color histogram feature from the three color
spaces was also taken into consideration [42]. Color his-
togram is the distribution of colors in an image. The color
histogram is a statistical calculation representing an estimate
of an underlying continuous distribution of color values.
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TABLE 2. Proposed Algorithm for Getting ROI.

2) TEXTURE FEATURES
A statistical approach of investigating and extracting textual
features from the image is grey-level co-occurrence matrix
(GLCM). This method is based on the relation between
two neighboring pixels of the grey tones within an image.
In the 1970s, Haralick et al. [43] proposed GLCM for texture
descriptor, and it has been popular thanks to its performance
to date. Haralick identified 14 grain texture features; how-
ever, in this current study 13 Haralick features are used. For
simplicity, only the fivemajor Haralick features are described
below. To learnmore on the other set of features, one can refer
to [44].

a) Energy
∑
x,y

p(x, y)2 (5)

b )Correlation
∑
x,y

((x − µx)
(
y− µy

)
p(x, y)

/
σxσy) (6)

c) Constrast
∑
x,y

|x-y|2 p(x, y) (7)

d) Entropy
∑
x,y

p (x, y)log2p(x, y) (8)

e) Homogeneity
∑
x,y

p(x, y)
/
1+ |x − y| (9)

here, p(x,y) is the probability density function, and
µx , µy, σx , σy are the values of the average and standard
deviation of the rows and columns of p(x,y).
In addition, local binary pattern (LBP) features are

extracted, which is another excellent technique to describe
texture information of an image by estimating their neigh-
borhood pixels [45]. Let Ig (x, y) be a greyscale image with a
dimension of L×M and (x, y) denotes the position of pixels
in the image. Given a central pixel Pc, and the correspon-
dence neighboring pixel Pn; then, the LBP is calculated as
follows [17]:

9 (IF)n,r =
∑n−1

n=0
i (Pn − Pc) 2n (10)

here, i (x) =

{
1,&x ≥ 0
0,&x < 0

, and, n and r denote the neighbor-

ing pixel and radius of the neighborhood, respectively.

3) SHAPE FEATURES
Contour and morphological shape features give a meaningful
insight of the object’s shape [40]. Numerous studies used
contour and morphological shape features in medical image
analysis. Contour can be defined as a curve joining all the
points along the boundary of a certain shape. From the
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contour, the imagemoment was identifiedwhich is the certain
weighted average of the image pixel intensities. Let I be a
binary image and the pixel intensity at location (x,y) is given
by I(x,y):

Mij =
∑

x

∑
y
x iyjI (x, y) (11)

here, M is the moment which summarizes the shape of
that binary image. From the equation the following was
calculated:

Area M00 =
∑

x

∑
y
I (x, y) (12)

Centroid x̄ȳ =
M10

M00
,
M01

M00
(13)

From the minimum circumscribed rectangular of the sample
object, Width (W) and Height (H) is taken. From these,
the following was calculated:

Aspect ratio
W
H

(14)

Rectangular area W ∗ H (15)

Equivalent diameter

√
4 ∗M00

π
(16)

In addition, the Hu invariant moment [46] is used too. In the
present study, M1-M6 (six orthogonal absolute invariants)
and M7 (one skew orthogonal invariant) are used to describe
the shape features of the samples. The first 6 moments have
been proved to be invariant to translation, scale, and rotation
and the 7th moment’s sign changes for image reflection.
In addition to Hu moment, Zernike moments [47] are also
used to describe the object shape. The magnitudes of Zernike
moments are independent of the object rotation, which is a
nice property when working with shape descriptors.

E. DATA NORMALIZATION
Normalization operation is used to increase the classifier
performance. Frequent normalization methods are used after
feature extraction. However, in this study z-score normaliza-
tion process is used. The standard score of a sample xi is
calculated as:

z =
xi − µi
σi

(17)

here, µi is the mean of the samples or zero and σi is the
standard deviation of the samples or one.

F. PROPOSED ENSEMBLE CLASSIFIER
Ensemble learning is a popular paradigm employed to lever-
age the strength of individual algorithms and mitigate their
weakness [48], [49]. To solve a given problem, an ensemble
technique combines a set of given single techniques (classifi-
cation or regression) using an aggregation rule [50] as illus-
trated in FIGURE. 4. The main objective is to achieve a high
level of accuracy from this model that at least exceeds the per-
formance accuracy of a single model [51]. As majority voting
is effective among other aggregation techniques [52] thus,
in this study the voting classifier scheme (i.e., soft voting) is

FIGURE 4. Ensemble classifier architecture.

used to create an ensemble classifier. Five machine learning
classifiers have been chosen for this study, namely, support
vector machine (SVM) [31], K-nearest neighbor (KNN) [53],
random forest (RF) [33], gradient boosting (GB) [54] and
eXtreme gradient boosting (XGBoost) [55]. These classifiers
have been chosen because of their established performance
and efficiency. Each classifier has its own advantage and
disadvantage; for example, SVM is useful when the dataset
observation is bigger than the features. First, the five clas-
sifiers will be evaluated based on their accuracy. After that,
the three highest accuracy provided classifiers will be chosen
to reduce memory consumption.

To find the optimal parameters for a given classifier, grid
search method will be employed to perform hyperparameter
tuning based on low mean squared error (MSE) rate. It is
guided by a performance metric and typically measured by
cross validation on the training set [56]. For each observation
(i) and classifier (n) the MSE is calculated as follows:

MSE i,n =
∑n_c

c=1

(
Ac − Pc,n

)2/
n_c (18)

here, Ac is the actual prediction of the class and Pc is
the probability of the predicted output of the being class,
and n_c is the total number of classes (e.g., two in binary
classification).

To create an ensemblemodel, this study uses the soft voting
approach. In soft voting, the class labels are predicted based
on the probabilities p for each classifier. Soft voting returns
the class label as argmax of the sum of predicted probabilities.
The equation for soft voting is:

ŷ = arg max
m∑
j=1

wjpij (19)

For the jth classifier,wj is the assignedweight. In contrast with
hard voting, soft voting can improve the accuracy because it
considers more information by using each classifier’s uncer-
tainty in the final decision.

IV. EXPERIMENTAL SETUP AND RESULTS
To perform all the related experiments, Anaconda release
on 64-bit Intelr CoreTM with 8 GB of RAM was used.
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FIGURE 5. Example of maxillary arches and the trays.

Generally, the dataset consists of 52 real images collected
from different patients with age ranging from 16 to 40 for
four different types of trays as suggested by the dentist. For
the experimental purpose and for faster calculation, the reso-
lution has been set to 300 ∗ 300.

The experimental program is set such that it will auto-
matically convert any image to 300 ∗ 300. Sample of the
maxillary dental arch images and impression trays is shown in
FIGURE 5. Before identifying the appropriate tray from
the maxillary arches, several features were extracted as
described previously. In detail, 72 statistical color (SC) fea-
tures, 1024 color histogram (CH) features, 26 GLCM fea-
tures, 52 LBP descriptor features and 47 morphological
shape (MS) features were extracted. To assess the perfor-
mance of the proposed method, three sets of experiments
were carried out. In the first experiment, the performance
of different features set is compared separately and by their
fusion using the five classification algorithms to identify
which set of features to fuse and to choose from the high-
est accuracy provider classifiers. In the second experiment,
the performance of multi-feature fusion with ensemble clas-
sifier is assessed. Finally, deep learning based MLP NN clas-
sification performance is evaluated in the third experiment.
Statistical tests to investigate the classification performance
are carried out as follows (20)–(25), as shown at the bottom
of the page.

The terminologies are defined as follows:
True Positives (TP):Number of images correctly classified

by the classifier and they indeed belong to the tray.
False Positives (FP): Number of images correctly classi-

fied by the classifier, but they do not belong to the tray.
False Negatives (FN): Number of tray images classified

falsely, but they belong to that tray.
True Negatives (TN): Number of tray images falsely clas-

sified by the classifier and indeed not belong to the tray.

1) PERFORMANCE OF SINGLE FEATURE AND
MULTI-FEATURE FUSION
By utilizing more information, multi-feature fusion can
accomplish better identification accuracy and to verify this a
comparative experiment is implemented. Since color, texture
and shape are different feature descriptors, i.e., have distinct
dimensions, so each set of features is evaluated separately.
At first, the identification accuracy of the individual set of
features are evaluated separately. To further validate the effec-
tiveness, other sets of experiment were done on the fusion
of best individual features. The identification results (accu-
racy)% of the individual feature set and their concatenation
are shown in Table 3.

According to Table 3, the features set shows different
performance of recognition under the five classification algo-
rithms. In accordance with the comparative identification
accuracy presented in Table 3, MS features show the best
performance on SVM classifier compared to the other single
set of features. GLCM features show the worst identification
accuracy compared to others. To further validate the results,
five different experiments were performed on the fusion of
the set of features. It is observed that the fusion of SC,MS and
LBP achieves 87.50% on SVM classifier. An interesting find-
ing from the experiment is that the fusion of multiple set of
features showed better identification accuracy almost in all
cases compared to the single set of features. Thus, it is evident
that the multi-feature fusion shows better accuracy compared
to the single set of features. Moreover, adding inappropriate
features also decreases the classification performance. Two
conclusions can be drawn from the analysis: 1) Feature fusion

Recall =
TP

TP+ FN
(20)

Precision =
TP

TP+ FP
(21)

Accuracy =
TN + TP

TP+ FN + FP+ TN
(22)

JAC =
TP

TP+ FN + FP
(23)

F1 =
2 ∗ (Precision ∗ Recall)
(Precision+ Recall)

(24)

MCC =
(TP ∗ TN )− (FP.FN )

√
(TP+ FP) ∗ (TP+ FN ) ∗ (TN + FP) ∗ (TN + FN )

(25)
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TABLE 3. Comparative Performance of Single Set of Features and Multi-Feature Fusion.

TABLE 4. Comparative Performance of Multi-Feature Fusion With Ensemble Classifier.

of SC, MS and LBP shows better identification accuracy than
single set of feature accuracy; 2) Among the classifiers SVM,
KNN and RF show better performance.

2) PERFORMANCE BASED ON ENSEMBLE CLASSIFIER
In this study, a method based on multi-feature-fusion with
ensemble classifier is proposed based on soft margin tech-
nique. SVM, KNN, and RF are chosen for making the final
ensemble classifier. Two significant factors have great influ-
ence in ensemble classification performance: hyper param-
eter tuning and assigning weights. As three classification
algorithms were finalized, and the algorithms have differ-
ent parameters. For example, in SVM the penalty factor C
and gamma (γ ) have important influence on classification
performance [57]. To overcome the first issue grid-search
method was adopted, which is a classical way of finding
optimal parameters of a given classification algorithm[56].
A range of predefined parameter values was evaluated using
10-fold cross validation to avoid over-fitting. The low MSE
rate (Equation (18)) of 10-fold cross-validations is used to
evaluate classifier accuracy. At the same time, an exhaustive
search was performed to find the optimal weights for each
classifier according to the soft voting requirement (Equa-
tion (19)). The final weights were chosen [0.5, 0.2, 0.3]
for SVM, KNN and RF, respectively. Furthermore, the loss
function was calculated for each classification algorithm to
estimate the loss of the classifier model. A common loss

function used with classification is Zero-one loss. It assigns
0 to loss for a correct classification and 1 for an incorrect
classification. If ŷi is the predicted value of the i-th sample
and the corresponding true value is yi, then the 0-1 loss L0−1
is defined as:

L0−1 (yi , ŷi
)
= 1(ŷi 6= yi) (26)

here, the indication function is defined by 1(x). It is desired
that a proper model should have a smaller Zero-one loss
value. To further validate the proposed multi-feature fusion
with ensemble classifier various statistical experimental
results are provided in Table 4. On the basis of, Table 4, it can
be observed that ensemble classifier with multi-feature fusion
achieves potential results in all sets of features to a certain
extent. The multi-feature fusion of color, shape and LBP with
ensemble classifier shows 91.75% accuracy with a Zero-one
loss value of 0.082, which shows a significant result on this
dataset.

3) RESULTS ON MULTILAYER PERCEPTRON
NEURAL NETWORK
In addition, deep learning based MLP NN algorithm was
employed, and its performance analyzed on the feature fusion
(SC, MS, and LBP) of the dataset. The MLP NN was chosen
over deep neural network (e.g., CNN) because in case of
limited data MLP NN may overcome overfitting issue and
showed better classification performance over CNN [58].
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FIGURE 6. One hidden layer MLP NN.

TABLE 5. Experimental Results of MLP NN on Multi-Feature Fusion.

It is also called second-generation neural network or
shallow neural network and commonly has 1 hidden layer
(or ≤2 hidden layers). In simple terms, an MLP NN can
be considered as successively connected series of layers of
neurons by weights, which are iteratively adjusted through an
optimization process. Back-propagation algorithm is the base
for training these neural networks. A three-layer MLP NN is
shown in FIGURE 6. From FIGURE 6 it can be seen that
one directional connection exists among the nodes which is a
special type of the Feed-Forward (FF) neural network family.
Here, n defined the number of input nodes, h defined the
number of hidden layers and m defined the number of output
nodes. The architecture of MLP NN is usually determined by
the trial-and-error method. However, in this study, 39 hidden
layers, and ‘lbfgs’ optimizer (which belongs to the family of
quasi-Newton methods) was used.

The MLP NN is able to achieve 88.93% accuracy based
on Table 5, which is slightly lower than the ensemble clas-
sification result. It can be inferred that the poor perfor-
mance of MLP NN is due to the small dataset size. It may
be possible that due to the limited samples and with the
increment of hidden layer number it got trapped into poor
local minimums [59]. However, various researchers lever-
age different deep learning algorithms, e.g., transfer learning
on a limited dataset and the results showed better accu-
racy, which outperformed the traditional machine learning

classifiers [60]. Likewise, it is also possible that the specific
MLP NN architecture is unsuitable for the selected dataset.
Hence, a conclusive result cannot be stated based on the
preceding analysis.

V. DISCUSSION
Overall, the rigorous evaluation of multi-feature fusion of sta-
tistical color, morphological shape, and local binary pattern
with ensemble classifier attained a maximum classification
accuracy of 91.75% on this dataset. Additionally, a graph-
ical comparison between the classification accuracy is also
presented (FIGURE 7). It can be inferred that single set
of color, texture and shape features are unable to describe
the arches properly due to the complex lighting changes,
absence of texture, and variation of the mouth shapes present
in the dataset. In this scenario, the multi-feature fusion with
ensemble classifier is able to achieve more than 90% score
in precision, recall, and F1 score. The dataset consists of
various kinds of low resolution, rotated images but these do
not influence the precision, recall, F1 score and accuracy
of the proposed method. Also, the Zero-one loss score of
ensemble classifier is 0.082, which is lower compared to sin-
gle machine learning classification algorithms and multilayer
perceptron neural network which suggests that the proposed
model is worthwhile. This demonstrates that the proposed
model based on multi-feature fusion with ensemble classifier
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FIGURE 7. ML algorithms classification report (model wise).

plays a significant role in discriminating between the maxil-
lary arch images and can be used in real-time systems. The
reason that reduced the classification accuracy of multilayer
perceptron neural network is due to the small sample dataset
utilized in this experiment and also the possibility of getting
trapped into poor local minimums. Generally, deep neural
networks perform better if they are fed to large numbers of
labeled samples. It is difficult, costly, and time-consuming
to gather a large number of medical ground truth data; such
data has to be medically validated by the practitioners as well.
However, as previously discussed, using non-deep learning
algorithms performs well on limited training samples and is
widely reported to be accurate. In various sectors of image
classification tasks, it is still arguable how well these deep
learning algorithms perform against machine learning algo-
rithms [61]. Anyway, in this case the ensemble classifier
obtained satisfactory performance over multilayer perceptron
neural network and the traditional machine learning classifi-
cation algorithms. The efficacy of the proposed method can
be validated by the experiments and gave the following con-
clusion: 1) The identification performance of multi-feature
fusion is significantly superior compared to single set of
features; 2) The ensemble classifier method used in this study
is more effective for identifying the proper tray compared to
the single machine learning classifier. Furthermore, an illus-
tration of the proposed dental tray selection model to use
in real-life scenario is shown in FIGURE 8. To illustrate,
a dentist can take the occlusal view image of the maxillary

arch by an intraoral camera. The proposed model will process
the image and determine which tray may best fit the arch
without modifying the tray or use trial and error method
even without the need of an expert. It is evident that even
expert human observers may miss the proper tray due to
different illumination and low resolution of pixels. However,
computational algorithms have the potential to tackle these
problems with lower error rate, less equipment demand, and
less time. This allows instantaneous integration into a clinical
computer-assisted diagnostic system. This novel model with
computer vision and machine learning presented in this study
proved to be capable of selecting appropriate dental impres-
sion tray with a potential success rate that signifies its poten-
tial for application in clinical practice as part of an automated
process chain. Therefore, the hypothesis that computer vision
and machine learning can be used to select an appropriate
tray from the maxillary arch is confirmed. Thanks to the
automation, it is expected to get a fully user-independent
process in the future which will eventually eliminate relying
on manual inspection.

It is crucial to mention the limitation of the current
study. False classification has often been observed on max-
illary images with crooked teeth, braces, and images having
less illumination. Examples of these images are shown in
FIGURE 9. Faults may be corrected by employing additional
data in the training sets. In addition, in this current study
all the participants are adult patients. The data from infant
patients have been omitted. The results will differ if infant
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FIGURE 8. Illustration of selecting an impression tray from the proposed model in real-life scenario.

FIGURE 9. Example of identification failures on maxillary arches.

mouth impression images are used. Based on the discussions,
a guarantee cannot be given in what scope the results can
be directly employed into computer-assisted diagnostics. The
authors strongly encourage further studies to strengthen the
robustness of the current study.

VI. CONCLUSION AND FUTURE WORK
In this study, multi-feature fusion with ensemble classifier is
proposed to select appropriate dental impression tray from
maxillary arch images. The proposed method fused statistical
color, morphological shape, and local binary pattern features
with ensemble classifier to improve its ability in select-
ing appropriate dental impression tray. Experimental results
show that on a limited dataset, the proposed method attains
excellent classification results in identifying appropriate den-
tal impression tray with precision (92.31%), recall (91.75%),
F1 (90.69%) and accuracy (91.75%). Thus, the hypothesis
that computer vision and machine learning are capable of

selecting dental impression tray is confirmed. Although fea-
ture fusion with ensemble classifier shows excellent perfor-
mance, it is crucial to mention that efficiency is the hindrance
in the proposed method. Since the features extracted in this
study are very large, it is obvious that the data occupies
large memory space. Second, in terms of time, the ensem-
ble classification method takes a little bit of computational
time. As previously mentioned, deep learning algorithms
(e.g., convolutional neural network) show promising results
in medical sectors and have a large potential for further
improvement. Through convolutional neural network algo-
rithm pre-processing step is not needed; therefore, this step
can be skipped to reduce computational costs. In future work,
a further study will be done, and a deeper investigation will
be made on wide-ranging data to address the efficiency of this
method in terms of time and space.
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