The main objectives of load frequency control (LFC) are to regulate the electrical power supply in two-area power system and change the system frequency and tie-line load. The performance of LFC has to be tuned properly so that its performance can be optimised. However, most of the tuning processes are performed through trial and error until the best performance is achieved. Therefore, to overcome this situation, in this work, particle swarm optimization (PSO) and evolutionary particle swarm optimization (EPSO) algorithms were employed in a LFC of two-area power system to optimise the performance of the PID controller. The purpose of using PID controller is to improve the performance of the LFC. Comparison of the performance using PSO and EPSO was made to identify which algorithm is better in controlling the performance of the LFC. It was found that using EPSO, the performance of the LFC is better in terms of settling time and rise time than using PSO. Hence, by implementing an optimisation method, the performance of the LFC can be optimised through optimising the PID controller parameters.
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1. Introduction

Dynamic behaviour of the power system causes many industrial loads to experience noise and in particular changes in the operating points [1]. The most important aspect in the power systems is to maintain the frequency and power change in order to supply reliable electric power [2]. To improve the stability of the power system network, it is needed to design load frequency control (LFC) system, which controls the power generation and active power. The LFC goal is to maintain a stable system frequency that has a zero steady-state error and to provide load sharing between two-area power systems in different interconnected systems. In addition, the power system must meet the requirements of the proposed method. Power system is divided into control areas related to the tie-line. All generators should form a coherent group within each control area [3].

Many studies have been conducted in the past about load frequency control. Since the past, several control strategies have been proposed by conventional linear control theory [4]. The controller may not be accurate in certain operating conditions. This is probably due to the complexity of power systems, such as the characteristics of the nonlinear load and change in operation. Different techniques such as Fuzzy Logic, Genetic Algorithms (GA) and Particle Swarm Optimization (PSO) algorithm have been used to determine the parameters of the PID controller according to the dynamical system [5].

Generally, LFC systems are designed with a proportional-integral (PI) controller [3] and proportional-integral-derivative (PID) controller. The PID controller is the most popular controllers used in the industry because of their remarkable effectiveness, simplicity of
implementation and extensive usability. However, manual tuning controller takes a long
time and generally leads to poor performance [6]. PID controller is a robust controller and
has been used for a long time since the past.

Load frequency control is one of the most important aspects in power system operation
and becomes more pronounced recently by increasing the size, structure and complexity of
change in the recovery, especially in two-area power system. Normally, for large-scale
power systems of interconnected subsystems or multi area power control, the connection
between control areas is done by using a tie-line. Each region has its own generator or it is
responsible for interchange power with neighbouring areas. To ensure the quality of supply,
load frequency controller is required to maintain the system frequency at nominal value [7].

PID controller is one of the technologies which been used by 90% of automatic
controllers in industrial control systems. PID controller was first placed in the market in
1939 and has been widely used in process control to date. The basic function of this
controller is to implement an algorithm based control input and thus to maintain production
at a level so that there is no difference between the reference and output [8].

PID controller improves the transient response of the system by reducing the overshoot
and shortens the time to solve the stabilising system [9]. Tuning a PID controller requires
setting the proportional, integral and derivative values to obtain the best control for specific
processes and control gains to meet performance specifications, such as margin stability,
transient response and bandwidth. Although trial and error can be used, PID controller may
not achieve its optimum operation [10]. Using algorithms such as PSO and EPSO are the
best way to determine the optimum parameters of PID controller. Minimizing the integral
of time-weighted absolute error (ITAE) is commonly referred to as a good performance
index in designing PID a controller [11]. The search of controller parameters can be
obtained for particular types of load or set point changes and as this criterion is based on
calculation error.

In this work, PID parameters are tuned for load frequency control in two-area power
system by using PSO technique. The selection of the optimum PID controller parameters is
obtained by optimisation technique, which is PSO and evolutionary (EPSO) algorithms.
Comparison between these algorithms was made by computing the settling time and rise
time.

2. Notation

The notation used throughout the paper is stated below.

Indexes:

<table>
<thead>
<tr>
<th>Index</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACEA</td>
<td>Area control error</td>
</tr>
<tr>
<td>EPSO</td>
<td>Evolutionary Particle Swarm Optimization</td>
</tr>
<tr>
<td>GA</td>
<td>Genetic Algorithm</td>
</tr>
<tr>
<td>ITAE</td>
<td>integral of time-weighted absolute error</td>
</tr>
<tr>
<td>LFC</td>
<td>Load Frequency Control</td>
</tr>
<tr>
<td>PID</td>
<td>Proportional, Integral and Derivative</td>
</tr>
<tr>
<td>PSO</td>
<td>Particle Swarm Optimization</td>
</tr>
</tbody>
</table>

Constants:

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_p$</td>
<td>Proportional gain for PID controller</td>
</tr>
<tr>
<td>$K_i$</td>
<td>Integral gain for PID controller</td>
</tr>
<tr>
<td>$K_d$</td>
<td>Derivative gain for PID controller</td>
</tr>
</tbody>
</table>
3. Modelling of PID controller for load frequency controller (LFC)

3.1. Load frequency control model

A load frequency control for two-area power system with PID controller that has been modelled in this work is shown in Figure 1. The model is used to find the optimum parameter values of PID controller for LFC by using PSO and evolutionary (EPSO) algorithms. The values to be optimised are $K_p$, $K_i$, and $K_d$ and the objective function is to minimise the integral of time-weighted absolute error.

![Figure 1: Simulation model of LFC for two-area power system](image)

3.2. Particle Swarm Optimization (PSO)

Particle swarm optimization (PSO) is a population (swarm) based stochastic optimisation algorithm, which is first introduced by Kennedy and Eberhart in 1995 [12, 13]. This method is motivated by the observation of social interaction and animal behaviours such as fish schooling and bird flocking. It mimics the way they find food by the cooperation and competition among the entire population [14]. PSO is a population based optimization tool. The system is initialized with a population of random solutions and searches for optima by updating generations. All the particles have fitness values, which are evaluated by the fitness function to be optimized and have velocities, which direct the flying of the particles. The particles are “flown” through the problem space by following the current optimum particles [15].
The function of PSO begins with the position of \( i \)th particle of the swarm \( x_i \) and the velocity of this particle \( v_i \) at \((t+1)\)th iteration are defined \([16]\). All particles fly through a multidimensional search space, where each particle adjusts its position according to its own experience and neighbouring countries. Let the position vector of a particle shows multidimensional search space at time step, the position of each updated particles in the search space is given as

\[
x_i^{t+1} = x_i^t + v_i^{t+1} \quad \text{with} \quad x_i^0 \sim U(x_{\text{min}}, x_{\text{max}})
\]  

where \( v_i \) is the velocity vector of the particle that drives the optimization process and reflects both own experience knowledge and the social experience knowledge from all particles, and \( U(x_{\text{min}}, x_{\text{max}}) \) is the uniform distribution where \( x_{\text{min}} \) and \( x_{\text{max}} \) are its minimum and maximum values respectively.

Thus, in PSO, all particles are randomly initiated and evaluated for fitness count along with the best position (local best value of every particles) and global best position (best value in the entire swarm). After that, the loop begins to find the optimal solution. In the loop, the first particle velocity is updated by global and local bests and then the position of each particle is updated by the current velocity. The loop ends with stopping criteria after finding the best \( g_{\text{best}} \) value \([17]\). The best value is the solution for \( K_p, K_i, \) and \( K_d \).

The global best (or \( g_{\text{best}} \)) is a method where the position of each particle is influenced by the best-fit particle in the entire swarm. The personal best position will choose the position in search space where particle with the smallest value, as determined by the objective function. In addition, the position yielding the lowest value amongst all personal best is called the global best position \([18]\). Therefore, it is important to note that the personal best is the best position that the individual particle has visited since the first time step. On the other hand, the global best position is the best position discovered by any of the particles in the entire swarm.

For \( g_{\text{best}} \), the velocity of the particle is calculated by

\[
v_{iD}^{t+1} = v_{iD}^t + c_1 r_1 D \left[ P_{\text{besti}}^t - x_{iD}^t \right] + c_2 r_2 D \left[ G_{\text{best}} - x_{iD}^t \right]
\]  

where \( i = 1, 2, \ldots, n, \) \( n \) is the size of the swarm, \( D \) is dimension of the problem space, which is \( K_p, K_i, \) and \( K_d \); \( c_1 \) and \( c_2 \) are two positive constants, \( r_1 \) and \( r_2 \) are random numbers between 0 and 1, \( t \) determines the iteration number, \( v_{iD}^t \) is the velocity vector of particle \( i \) in dimension \( D \) at time \( t \), \( x_{iD}^t \) is the position vector of particle \( i \) in dimension \( D \) at time \( t \), \( P_{\text{besti}}^t \) is the personal best position of particle \( i \) in dimension \( D \) found from initialization through time \( t \) and \( G_{\text{best}} \) is the global best position of particle \( i \) in dimension \( D \) found from initialization through time \( t \).

In PSO, the particles evolve the search space driven by three factors: inertia, memory and cooperation. Inertia implies particle store moving in the direction it had previously been moved. Memory factors affect the particle to remember the best the position of the search space that it has visited. Cooperation factor encourages particles to approach the best point in the space discovered by all particles. Each particle is the candidate for optimization.
solutions problems, has its own position and velocity described as $x$ and $v$. In brief, the algorithm of PSO is explained as follows:

1. Initialize a population of particles with random positions, $x$ and velocities, $v$ on $D$ dimension to find the value of $K_p$, $K_i$ and $K_d$.
2. Evaluate desired optimisation fitness function in $D$ variables for each particle.
3. Compare particle's fitness evaluation with its best previous position. If the current value is better, set the best previous position equals to the current value and local best position equals to the current location $x_i$ in $D$-dimensional space.
4. Identify the particle in the neighbourhood with the best fitness so far and assign its index to the variable $g$.
5. Update velocity, $v$ and position, $x$ of the particle using equations (1) and (2).
6. Loop to step 2 until a criterion is met or end of iterations.

3.3. Evolutionary Particle Swarm Optimization (EPSO)

EPSO is a method based on a hybrid of two established optimization techniques, combining evolutionary computing and particle swarm optimization. EPSO operations are also called as particle movement because it seems to be more effective than recombination in generating solutions that are close to optimum. This model has a diversity to solve the objective function and easily completed with EPSO algorithm compared to classical PSO algorithm. EPSO starts like PSO, with a population of particles, generated randomly in the search space. Variables in the formulation of EPSO are divided according to the vocabulary used in Evolution Strategy society, consisting of parameter object (variable $X$) and strategic parameters (weight $w$). At a given iteration, consider a set of solutions or alternatives that is called particles. A particle is a set of object and strategic parameters $[X, w]$. The particle movement rule for EPSO is as follows, given a particle $X_i$:

1) Replication: Each particle is replicated $r$ times (usually $r$ is considered 2)
2) Mutation: The weights of the replicated particles are mutated according to

$$w_{ik}^* = w_{ik} + \tau N(0,1)$$

where $\tau$ is a learning parameter (either fixed or treated as strategic parameters and therefore subject to mutation) and $N(0,1)$ is a random variable with Gaussian distribution of 0 mean and 1 variance.
3) Reproduction: Each particle generates an offspring, a new particle according to the movement rule [19], similar to the equations of conventional PSO.

The replicated particles make use of the mutated weights. The offspring is held separately for the original particles and the mutated ones. The value of $g_{best}$ is also mutated using a so-called learning parameter ($\tau'$). The velocity is calculated by

$$v_i^k + 1 = w_{i0}^* v_i^k + w_{i1}^* [P_{best} - x_i^k] + w_{i2}^* [g_{best}^* - x_i^k]$$

$$g_{best}^* = g_{best} + \tau' N(0,1)$$
where $\tau'$ is the learning parameter (either fixed or treated also as strategic parameters and therefore also subject to mutation), $p_{best}$ is the best point found by particle $i$ in its past life up to the current generation, $g_{best}$ is the best overall point found by the swarm of particles in their past life up to the current generation, $x_i^k$ is the location of particle $i$ at generation $k$, $v_i^k$ is the velocity of particle $i$ at generation $k$, $w_{1i}$ is the weight conditioning the inertia term, and $w_{2i}$ is the weight conditioning the memory term.

4) Evaluation: Each particle is evaluated according to their current position.

5) Selection: The best particles are selected by stochastic tournament or other selection procedure, to form a new generation.

3.4. Objective function

The objective of PSO and EPSO is to obtain the parameters ($K_p$, $K_i$ and $K_d$) by minimisation of $F(x_i)$ using optimum value of $x_i$ ($i = 1, 2, \ldots, N$). The objective function is defined as $F(x_i)$. The algorithm starts with $N$ particles. Each particle represents a candidate solution to the problem, which has a current position of $x_i$ ($i = 1, 2, \ldots, N$) and a current velocity $v_i$ in the search space. The value of each particle is determined by the fitness function $F(x_i)$. The objective function is based on the Integral of Time and Absolute Error (ITAE) expressed by [20]

$$f = \sum_{j=1}^{N} \sum_{i=1}^{N} \left( \int_0^{\infty} t |\Delta f_i| dt \right)$$

(6)

where $N$ is the number of areas in the power system and $\Delta f$ is the frequency deviation in area $i$ for step load changes in area $j$.

4. Case studies

To find the optimum parameters of the PID controller, PSO and EPSO methods were employed. In these methods, the position and velocity of the particles were updated to minimise the objective function, which is the ITAE function. With the optimized parameters based on the PSO algorithm, the performance of the LFC can achieve the optimum level.

4.1. Selection of PSO and EPSO parameters

Before employing the PSO algorithms, certain parameters need to be assigned first. The selection of this parameter is needed to find the optimised parameter values ($K_p$, $K_i$, $K_d$). The maximum velocity affects the ability of the escape from the local optimization and global best optimisation. These are the parameters used for searching the global best and the optimum parameters of the PID controller. In this study, for each algorithm, the same iteration number, same size of the swarm and also other parameters were used in both algorithms. Table 1 shows the parameter values for PSO and EPSO in the two-area power system.
Table 1: Parameter values for PSO and EPSO in the two-area power system

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value for PSO</th>
<th>Value for EPSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population size</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Number of iterations</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>Velocity constant 1, $c_1$</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>Velocity constant 2, $c_2$</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td>Weight, $w$</td>
<td>0.9</td>
<td>0.9</td>
</tr>
<tr>
<td>Upper bound, $U_b$</td>
<td>[1.5 0.5 1.0]</td>
<td>[1.5 0.5 1.0]</td>
</tr>
<tr>
<td>Lower bound, $L_b$</td>
<td>[0.01 0.01 0.01]</td>
<td>[0.01 0.01 0.01]</td>
</tr>
<tr>
<td>Learning parameter, $\tau$</td>
<td>-</td>
<td>0.3</td>
</tr>
<tr>
<td>Mutated learning parameter, $\tau'$</td>
<td>-</td>
<td>0.3</td>
</tr>
<tr>
<td>Mutated weight 1, $w_1$</td>
<td>-</td>
<td>0.9</td>
</tr>
<tr>
<td>Mutated weight 2, $w_2$</td>
<td>-</td>
<td>0.9</td>
</tr>
</tbody>
</table>

4.2. Test results

Table 2 shows the optimum parameter values of $K_p$, $K_i$ and $K_d$ for PID controller using PSO and EPSO algorithms and without optimisation. Figure 2 shows the frequency deviation of LFC using PSO and EPSO algorithms and without optimisation while Figures 3 and 4 show the power deviation by using the optimised parameter values of the PID controller. Figure 5 shows the convergence curve of PSO and EPSO. The results from Figure 2 can also be seen in Table 2. From Table 2, the frequency deviation from EPSO is better than PSO, especially the settling time and rise time. EPSO also converges faster than PSO. This is due to in EPSO, replication, mutation and reproduction speed up the search towards global minimum [21-28]. Both optimisation methods yield a better performance of the LFC than without optimisation method.

Table 2: Optimum value of $K_p$, $K_i$ and $K_d$ for PID controller with PSO and EPSO algorithms and without optimisation

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$K_p$</th>
<th>$K_i$</th>
<th>$K_d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without optimisation</td>
<td>1.00</td>
<td>0.25</td>
<td>0.30</td>
</tr>
<tr>
<td>PSO</td>
<td>1.2995</td>
<td>0.01</td>
<td>0.1151</td>
</tr>
<tr>
<td>EPSO</td>
<td>1.4694</td>
<td>0.01</td>
<td>0.3409</td>
</tr>
</tbody>
</table>

Table 3: LFC performance for frequency deviation using PSO and EPSO algorithms and without optimisation

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Settling time (s)</th>
<th>Rise time (s)</th>
<th>Convergence iteration</th>
<th>Lowest ITAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Without optimisation</td>
<td>18.8</td>
<td>0.192</td>
<td>-</td>
<td>2.5147</td>
</tr>
<tr>
<td>PSO</td>
<td>17.3</td>
<td>0.2005</td>
<td>12</td>
<td>2.5007</td>
</tr>
<tr>
<td>EPSO</td>
<td>17.2</td>
<td>0.1700</td>
<td>11</td>
<td>2.4423</td>
</tr>
</tbody>
</table>
Figure 2: Frequency deviation, $\Delta \omega_1$ and $\Delta \omega_2$ using PSO and EPSO algorithms.

Figure 3: Power deviation using PSO algorithm.

Figure 4: Power deviation using EPSO algorithm.
5. Conclusions

In this work, optimisation of parameter values of PID controller for load frequency control in two-area power system using two different particle swarm optimisation algorithms have been successfully proposed. From the results obtained, the proposed PID controller in load frequency control (LFC) for two-area power system yields better performance with EPSO algorithm than conventional PSO algorithm. The performance of the controller was demonstrated through the rise time and settling time of the response. It was also found that EPSO converges faster than PSO. Therefore, the proposed EPSO algorithm with a load frequency control in two-area power system has managed to improve the performance of the controller. The proposed method using optimisation algorithm in LFC also yields better results than without using optimisation methods. Future work may consider including two PID controllers in the two-area power system and using different optimisation algorithms.
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