Synchronous Gravitational Search Algorithm vs Asynchronous Gravitational Search Algorithm: A Statistical Analysis
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Abstract. Gravitational search algorithm (GSA) is a new member of swarm intelligence algorithms. It stems from Newtonian law of gravity and motion. The performance of synchronous GSA (S-GSA) and asynchronous GSA (A-GSA) is studied here using statistical analysis. The agents in S-GSA are updated synchronously, where the whole population is updated after each member’s performance is evaluated. On the other hand, an agent in A-GSA is updated immediately after its performance evaluation. Hence an agent in A-GSA is updated without the need to synchronize with the entire population. Asynchronous update is more attractive from the perspective of parallelization. The results show that both implementations have similar performance.
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Introduction

Gravitational search algorithm (GSA) is a population based metaheuristic algorithm which is a physic inspired. It was introduced in 2009 by E. Rashedi, H. Nezamabadi-pour, and S. Saryazdi [1]. Agents in GSA look for optimal solution by emulating the interaction between masses in the universe. The Newton’s law of universal gravitational state that, two masses in universe attracts each other and the attraction force is directly proportional to the product of the two masses and inversely proportional to the square of the distance between them.

The masses in universe are represented in GSA by agents. The agents are distributed within the search area. The agents’ masses are changed based on the fitness of the solution according to their position in the search space. An agent with good solution has a bigger mass therefore the attraction force exerted by this agent is bigger.
GSA is gradually gaining attention from the research community [2]. It has been found superior to some well-established optimization algorithms, such as Central Force Optimization (CFO), Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) [1]. In [3], GSA was compared with GA in solving the cell placement problem of VLSI circuits design process, the results show that GSA has a better performance than GA. GSA and a modified PSO algorithm were applied for synthesis of scanned thinned array in [4], which GSA was found to outperform the modified PSO.

Many variations of GSA have been introduced either to improve on results, speed of convergence, computational requirements or to cater to specific problem. A fast discrete GSA (FDGSA) is proposed in [5] to solve discrete optimization problem. A new variation of GSA to solve multiobjective optimization problem, vector evaluated GSA (VEGSA) is presented in [6]. In [7] GSA is merged with PSO algorithm to benefit from the exploitation ability of PSO and exploration ability of GSA.

Here, the performance of the original GSA which is synchronously updated (S-GSA) is statistically compared with asynchronous GSA (A-GSA) [8]. In S-GSA the agents update their mass using information of the best and worst performer after the whole population update their performance. S-GSA is the original GSA. A-GSA was introduced in [8]. In A-GSA, an agent updates its mass as soon as its own performance is evaluated. Therefore, the agents in A-GSA use mixture of updated and outdated agents’ positions to update their mass. Since the agents in A-GSA can be updated independent of one another, this version of GSA algorithm has a better potential for parallelization.

Asynchronous update metaheuristic algorithms have been reported to possess higher exploration ability [9]. This is due to lack of synchronization on the information used to guide the search, which in the case of GSA are best and worst performers of the population. Unlike other metaheuristic algorithms such as particle swarm optimization (PSO), GSA’s agents do not have memory, hence, their search is strongly driven by current situation of the population. Lack of memory causes more exploration by the agents. Therefore it is interesting to observe how asynchronous update which is known to cause more exploration will affect the performance of GSA. In [8], the performance of S-GSA and A-GSA was compared using set of benchmark functions consisting of unimodal and multimodal functions. However, no statistical analysis was conducted, thus this could lead to bias and inaccurate findings. Therefore, statistical analysis on the performance of S-GSA and A-GSA is conducted here using a set of more challenging test functions which are extracted from 2014 IEEE Congress on Evolutionary Computation (CEC2014) Special Session and Competition on single objective real-parameter numerical optimization [10].

This paper is organized as follows. The original GSA algorithm, S-GSA, is presented in section 1 followed by the A-GSA algorithm in section 2. The performance of A-GSA is compared with S-GSA using a set of benchmark functions in section 3 and the results are statistically analysed. Finally, the work is concluded in section 4.

1. Synchronous GSA

As mentioned in the previous section, GSA is inspired by how masses in universe attract each other. The attraction force is influenced by the mass of the body and also the distance between them. A body with bigger mass exerts a higher attraction force
while attraction force between masses is reduced when the distance between them is bigger.

The universe is the search area in GSA while the masses are the agents. Each of the agents has mass which is based on the fitness of the solution suggested by the position of the agent. An agent’s position, \( X_i \), in the search space represents the solution suggested. The position of agent \( i \)th is,

\[
X_i = (x_{i1}, x_{i2}, \ldots, x_{id}) \quad i = 1, 2, \ldots, N
\]  

Therefore the position of an agent at dimension \( d \)th is denoted as, \( x_{id} \). The initial values of the agents’ positions are randomly initialized according to the search area.

The fitness of each agent’s position is evaluated using problem dependent fitness function. Given that an agent’s fitness at iteration \( t \) is represented as, \( \text{fit}_i(t) \), the mass of the agents is calculated as follow;

\[
m_i(t) = \frac{\text{fit}_i(t) - \text{worst}(t)}{\text{best}(t) - \text{worst}(t)} \quad (2)
\]

\[
M_i(t) = \frac{m_i(t)}{\sum_{j=1}^{N} m_j(t)} \quad (3)
\]

The best \((t)\) and worst \((t)\) represent the best and worst fitness among the agents in the population. These values are selected depending on whether the problem to be optimized is a maximization or minimization problem. Assuming a minimization problem, the definitions of these values are as follow;

\[
\text{best}(t) = \min\{\text{fit}_1(t), \text{fit}_2(t), \ldots, \text{fit}_N(t)\} \quad (4)
\]

\[
\text{worst}(t) = \max\{\text{fit}_1(t), \text{fit}_2(t), \ldots, \text{fit}_N(t)\} \quad (5)
\]

The masses are then used to calculate the force of an agent towards other agents, \( F_{ij}^d(t) \).

\[
F_{ij}^d(t) = G(t) \frac{M_{pi}(t) \times M_{pj}(t)}{R_{ij}(t) + \varepsilon} (x_{jd}^d(t) - x_{id}^d(t)) \quad (6)
\]

\( R_{ij}(t) \) is the Euclidian distance between agent \( i \)th and \( j \)th. A small constant \( \varepsilon \) is added to avoid division by zero when the distance between the agents is zero.

\( M_{pi}(t) \) and \( M_{pj}(t) \) are passive and active gravitational mass of agent \( i \)th and \( j \)th respectively. \( G(t) \) is the gravitational constant at time \( t \). The equations for \( M_{pi}(t) \), \( M_{pj}(t) \) and \( G(t) \) are;

\[
M_{pi}(t) = M_{aj}(t) = M_i(t) \quad (7)
\]

\[
G(t) = G_0 \times e^{-\frac{t^p}{T}} \quad (8)
\]
$G_o$ is the gravitational constant at the start of the universe. This is typically set to 100. $\beta$ is another constant and normally set to 20. $T$ is the total number of iteration.

The total force acting on agent $i^{th}$ is:

$$F^d_i(t) = \sum_{j=1,j\neq i}^N \text{rand}_j F^d_{ij}(t)$$

(9)

where, $\text{rand}_j$ is a random number in the interval [0,1].

The agents in GSA are also subjected to Newton’s law of motion, where the acceleration of a body is directly proportional and in the same direction as the net force acting on itself and inversely proportional to its mass. According to this law of motion, the acceleration of agent $i^{th}$ over dimension $d^{th}$, $\alpha^d_i(t)$ can be calculated using the following equation;

$$\alpha^d_i(t) = \frac{F^d_i(t)}{M_i(t)}$$

(10)

The agents’ velocities and positions are then updated using the equations below;

$$v^d_i(t) = \text{rand}^d_i \times v^d_i(t-1) + \alpha^d_i(t)$$

(11)

$$x^d_i(t) = x^d_i(t-1) + v^d_i(t)$$

(12)

The flow of the original GSA algorithm is shown in Figure 1(a). The fitness of the whole population is evaluated first before best and worst values are identified. The agents in the population are then synchronously moved to new position.

2. **Asynchronous GSA**

Asynchronous update method is a more accurate natural evolution model and increases the potential of parallelization of the algorithms [11, 12]. In other optimization algorithms such as PSO and GA, asynchronous update method had been proposed and successfully implemented [11, 13]. In PSO, asynchronous update increases its exploration ability. PSO is an algorithm which is strong in exploitation, therefore, prone to premature convergence.

Figure 1(b) shows the flow of the A-GSA algorithm. In A-GSA an agent’s position and velocity are updated as soon as the agent’s performance is evaluated without waiting for the entire population to be evaluated. Therefore, when an agent position is updated the best and worst agents are identified using mix of updated positions and old positions and the respective fitness of these positions. This mixture of information encourages more exploration by agents [9].
3. Results and Discussion

The S-GSA and A-GSA algorithms are implemented here without parallelization and their performances are compared. The algorithms are tested using a set of 8 benchmark functions consisting of three unimodal and five multimodal functions. These benchmark functions are extracted from the CEC2014 test suite for single objective real-parameter numerical optimization competition [10]. Table 1 lists the benchmark functions used, while Table 2 shows the parameters for the benchmark functions, the dimension is set to 30, thus making these as high dimensional problem, while the other parameters follow CEC2014’s guidelines.

The parameters for GSA are listed in 0. Each function was subjected to 50 runs and the position giving the lowest fitness per run was recorded. In a run, the maximum iteration, $T$, was set to 1000. The number of agents used, $N$, is 10. The values for $G_\alpha, \beta$ and $\varepsilon$ follow the recommended values in [1].
### Table 1. Benchmark Functions

<table>
<thead>
<tr>
<th>Modality</th>
<th>Function</th>
<th>Function Definition</th>
<th>Basic Function</th>
<th>$F_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unimodal</td>
<td>Rotated High Conditioned Elliptic</td>
<td>$F_1(x) = f_1(M(x - o_1)) + F_2^r$</td>
<td>$f_2(x) = \sum_{i=1}^{D} (10^i) \frac{1}{D} x_i^2$</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Rotated Bent Cigar</td>
<td>$F_2(x) = f_2(M(x - o_2)) + F_2^s$</td>
<td>$f_2(x) = x_1^2 + 10^5 \sum_{i=2}^{D} x_i^2$</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td>Rotated Discus</td>
<td>$F_3(x) = f_3(M(x - o_3)) + F_3^s$</td>
<td>$f_3(x) = 10^6 x_1^2 + \sum_{i=2}^{D} x_i^2$</td>
<td>300</td>
</tr>
<tr>
<td></td>
<td>Rotated and Rotated Rosenbrock</td>
<td>$F_4(x) = f_4(M(2.048(x - o_4)) + 1) + F_4^s$</td>
<td>$f_4(x) = \sum_{i=1}^{D} (100(x_i^2 - x_{i+1})^2 + (x_{i-1} - 1)^2)$</td>
<td>400</td>
</tr>
<tr>
<td></td>
<td>Shifted and Rotated Ackley</td>
<td>$F_5(x) = f_5(M(0.5(x - o_5)) + F_5^s$</td>
<td>$f_5(x) = -20 \exp \left( -0.2 \sqrt{\frac{1}{D} \sum_{i=1}^{D} x_i^2} \right) - \exp \left( \frac{1}{D} \sum_{i=1}^{D} \cos(2\pi x_i) \right) + 20 + \epsilon$</td>
<td>500</td>
</tr>
<tr>
<td></td>
<td>Shifted and Rotated Weierstrass</td>
<td>$F_6(x) = f_6(M(0.5(x - o_6)) + F_6^s$</td>
<td>$f_6(x) = \sum_{i=1}^{D} \sum_{k=1}^{k_{\max}} a^k \cos(2\pi b^k(x_i + 0.5)) - D \sum_{k=1}^{k_{\max}} [a^k \cos(2\pi b^k \cdot 0.5)]$</td>
<td>600</td>
</tr>
<tr>
<td></td>
<td>Shifted and Rotated Griewank</td>
<td>$F_7(x) = f_7(M(600(x - o_7)) + F_7^s$</td>
<td>$f_7(x) = \sum_{i=1}^{D} \frac{x_i^2}{4000} \prod_{j=1}^{D} \cos \left( \frac{x_i}{\sqrt{a}} \right) + 1$</td>
<td>700</td>
</tr>
<tr>
<td></td>
<td>Shifted and Rotated Rastrigin</td>
<td>$F_8(x) = f_8(M(5.12(x - o_8)) + F_8^s$</td>
<td>$f_8(x) = \sum_{i=1}^{D} (x_i^2 - 10 \cos(2\pi x_i) + 10)$</td>
<td>800</td>
</tr>
</tbody>
</table>

### Table 2. Parameters of Benchmark Functions

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimension, $D$</td>
<td>30</td>
</tr>
<tr>
<td>Shifted global optimum, $o_d = [o_{d1}, o_{d2}, ..., o_{dB}]^T$</td>
<td>randomly distributed in $[-80, 80]^D$</td>
</tr>
<tr>
<td>Search range</td>
<td>$[-100, 100]^D$</td>
</tr>
<tr>
<td>Rotation matrix, $M_i$</td>
<td>function dependent</td>
</tr>
</tbody>
</table>
Table 3. Parameters of GSA

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of agents, ( N )</td>
<td>10</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>100</td>
</tr>
<tr>
<td>( \beta )</td>
<td>20</td>
</tr>
<tr>
<td>( T )</td>
<td>1000</td>
</tr>
<tr>
<td>( \epsilon )</td>
<td>( 2.2204 \times 10^{-16} )</td>
</tr>
</tbody>
</table>

Table 4. Average Results

<table>
<thead>
<tr>
<th>( f_i )</th>
<th>S-GSA</th>
<th>A-GSA</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_1 )</td>
<td>( 1.1779 \times 10^9 )</td>
<td>( 1.2733 \times 10^9 )</td>
</tr>
<tr>
<td>( f_2 )</td>
<td>( 8.2312 \times 10^{10} )</td>
<td>( 8.0093 \times 10^{10} )</td>
</tr>
<tr>
<td>( f_3 )</td>
<td>( 1.7107 \times 10^5 )</td>
<td>( 1.6205 \times 10^5 )</td>
</tr>
<tr>
<td>( f_4 )</td>
<td>( 1.5930 \times 10^4 )</td>
<td>( 1.5262 \times 10^4 )</td>
</tr>
<tr>
<td>( f_5 )</td>
<td>( 5.2111 \times 10^2 )</td>
<td>( 5.2109 \times 10^2 )</td>
</tr>
<tr>
<td>( f_6 )</td>
<td>( 6.4250 \times 10^2 )</td>
<td>( 6.4234 \times 10^2 )</td>
</tr>
<tr>
<td>( f_7 )</td>
<td>( 1.4496 \times 10^3 )</td>
<td>( 1.4562 \times 10^3 )</td>
</tr>
<tr>
<td>( f_8 )</td>
<td>( 1.2043 \times 10^3 )</td>
<td>( 1.1979 \times 10^3 )</td>
</tr>
</tbody>
</table>

The results are presented here using boxplot (Figure 2 and Figure 3). The symbol * in the figure represents the mean while ○ represents outliers. The Wilcoxon signed rank test with significant level, \( \alpha \), equal to 0.05 is used to look for any significant difference between S-GSA and A-GSA. Table 4 shows the mean results for each test functions, which are then used for the Wilcoxon test.

The Wilcoxon test indicates that there is no significant difference between S-GSA and A-GSA. This is confirmed by the boxplots in Figure 2 and Figure 3. The size and the location of the box plot for both S-GSA and A-GSA are similar to each other. This findings contradict what was reported in [8], which confirms the important of proper statistical analysis methods in ensuring accurate and unbiased evaluation of metaheuristic algorithms.

The findings observed here confirmed that GSA has strong exploration ability. This is due to the fact that the agents of GSA are driven by present best and worst values, instead of using memory. Therefore, implementing asynchronous update in GSA does not contribute to much significant difference. This also shows that GSA is a good candidate for parallelization through asynchronous update implementation, which is the preferred method in parallelization, as A-GSA performs as good as S-GSA.

The results also show that GSA is only able to find near optimal solution for shifted and rotated Ackley and shifted and rotated Weierstrass. This is due to the nature of the other test functions where their global optimum are not protruding as these two functions, hence stronger exploitation is needed to locate them, which is an aspect lacking in GSA.
Figure 2. Boxplot for Test on Unimodal Functions (F₁, F₂ and F₃)

Figure 3. Boxplot for Test on Multimodal Functions (F₄, F₅, F₆, F₇ and F₈)
4. Conclusion

Two variants of GSA algorithm known as S-GSA and A-GSA are studied and compared here. The agents in S-GSA are updated synchronously while agents in A-GSA are updated asynchronously. The results are statistically analysed and it is found that both versions of GSA have similar performance. A-GSA performed as good as S-GSA but has a higher parallelization potential. The finding also shows that GSA has good exploration ability but lacking in exploitation. Therefore, enhancement of exploitation by GSA is a good research topic to be explored in the future.
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